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Introduction

In CGRAs (Coarse-Grained Reconfigurable Architectures), its configuration time is sometimes an obstacle for efficient computing. In this work, we propose a novel
configuration data compression technique based on a multicast configuration scheme called RoMultiC. In addition, two types of scheduling algorithms for the
\proposed technique are also proposed. Experimental results show that the proposed method achieves power reduction as well as reduced configuration.
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